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Abstract: The emergence of novel technologies such as virtual reality, augmented reality, and wearable computers has 

led to an increasing amount of research in human-computer systems. With multiple source of human information a 

computer can actually take a look into the real world emotions carried by the user’s head and act accordingly by 

observing their mental state. This paper concentrates on recognition of “inner” emotions from a non-stationary 

electroencephalogram (EEG) signals. The EEG signals in discrete format are collected from DEAP dataset, which 

contains 32 participants’ recorded EEG signals when excited to video stimuli. This paper proposes a computer based 

analysis which employs signal processing techniques of Frequency domain and Wavelet analysis for feature extraction 

and artificial neural networks for classifying the emotions carried by the participant from emotional characteristics 

exhibited in different frequency bands (Gama, Beta, Alpha, Theta and Delta). The average accuracies of Radial basis 

function and Multilayer perceptron models from wavelet analysis are 85.45% and 76.36% respectively which show 

better classification results over frequency domain analysis with 54.54% and 63.63% accuracies respectively. 

Considering each pair of channels Occipital lobe channels (Oz, O1, O2) are giving better results among the 40 channels 

covering whole head. Considering different frequency bands, high frequency bands (Gama and Beta) gives better 

results than lower frequency bands which are analysed from precision, sensitivity, specificity and F-scope calculated 

for each frequency band with different techniques of frequency and wavelet analysis. 
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I. INTRODUCTION 

 

The recording of the electrical activity of the brain is 

known as electroencephalography (EEG). It is widely used 

for clinical and research purposes. Methods have been 

developed to investigate the functions of the various parts 

of the brain by means of EEG. Depth recording is used by 

insertion of needle electrodes into the neural tissue of the 

brain. Electrodes can be placed on the exposed surface of 

the brain, a method known as Electrocorticogram. And the 

most generally used methods, noninvasive recording from 

the scalp by means of surface electrodes (EEG). 
 

The investigation of the electrical activity of the brain is 

generally divided into two modes. The first is the 

recordings of spontaneous activity of the brain which is 

the result of the electrical field generated by the brain with 

no specific task assigned to it. The second is the evoked 

potentials (EP). These are the potentials generated by the 

brain as a result of a specific stimulus.  

The surface recordings of EEG depends on the location of 

electrodes. In routine clinical multiple EEG recordings, the 

electrodes are placed in agreed upon locations in the 

frontal (F), central (C), temporal (T), parietal (P) and 

occipital (O) regions, with two common electrodes placed 

on the earlobes. Between 6 to 40 channels are employed, 

with 8 or 16 being the numbers most often used. Potential 

difference between the various electrodes are recorded. 

There are three modes of recording: the unipolar, 

averaging reference and bipolar recordings. 

 

 

 
Fig. 1  Electrode position on head 

 

The bandwidth range of the scalp EEG is DC to 100Hz, 

with the major power distributed in the range of 0.5 to 

60Hz. Amplitudes of scalp EEG range from 2 to 100 µV. 

The EEG power spectral density varies greatly with 

physical and behavioural states. EEG frequency analysis 

has been a major processing tool in neurological diagnosis 

for many years. It has been used for the diagnosis of 

epilepsy, head injuries, psychiatric malfunctions, sleep 

disorders and others. The major portion of the EEG 

spectrum is subdivided into five bands.  
 

Delta: The part of the spectrum that occupies the 

frequency range of 0.5 to 4Hz is the delta range. Delta 

range appears in young children, deep sleep and in some 
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brain diseases. In the alert adult delta activity is considered 

abnormal. 
 

Theta: The theta range is the part of the spectrum that 

occupies the frequency range of 4 to 8Hz. Transient 

components of theta activities have been found in normal 

adults, subjects in active state. The theta activity occurs 

mainly in the temporal and central areas and is more 

common in children. 
 

Alpha: The alpha range is the part of the spectrum that 

occupies the range of 8 to 13Hz. These types of rhythms 

are common in normal subjects, best seen when the 

subject is awake, with closed eyes, under conditions of 

relaxation. The source of the alpha wave is believed to be 

in occipital lobes.  
 

Beta: This is part of the spectrum in frequency range 13 to 

30Hz. The beta rhythm is recorded in the normal adult 

subjects mainly from the precentral regions, but many 

appear in other regions as well. Sedatives and various 

barbiturates cause an increase of beta activity often up to 

amplitudes 100µV. 
 

Gamma: The spectrum within the range of 30 to 60 Hz is 

gamma region. These are involved in higher processing 

tasks as well as cognitive functions. Gamma waves prove 

their importance in learning, memory and information 

processing. These wave are important for the binding of 

our senses in regards to perception and are involved in 

learning new material. It has been found that individuals 

who are mentally challenged and have learning disabilities 

tend to have lower gamma activity than average. 
 

 
Fig. 2 Different frequency bands of EEG signal 

 

II. MATERIALS AND METHODS 
 

Discrete Fourier transform and Wavelet transform 

techniques are applied to distinguish different frequency 

bands from the available frequencies of the EEG signal. 

The required EEG signals Data are collected from DEAP 

dataset in the form of discrete samples, sampled at the rate 

of 512Hz. 8064 samples of EEG data extracted from 40 

channels all over the head position when the participate is 

exited with video stimuli. 11 participates data is worked 

out in this paper taking the signals from Occipital lobe 

area (Oz, O1, O2), a sensory part of the brain for video 

excitation. 

The different processing steps involved are: 

 

 
Fig. 3 Flow chart showing processing steps 

 

A. Frequency Domain Analysis 

Fourier Transform decomposes the signal to complex 

exponential functions of different frequencies. This 

Transformation can be given by below equations 

 

X f =  x(t)e−2jπft dt
∞

−∞
               (1) 

x t =  X(f)e2πft∞

−∞
dt   (2) 

 

In the above equations, t stands for time, f for frequency, 

and x for time domain signal and X denotes signal in 

frequency domain. This conversion is used to distinguish 

the two representations of the signal. Equation (1) is called 

the Fourier transform of x(t) and equation (2) is called the 

inverse Fourier transform of X(f), which is x(t). 

 

B. Wavelet Analysis 

Wavelets are essentially filter banks. Each filter splits a 

given signal into two non-overlapping independent high 

frequency and low frequency sub-bands such that it can 

then be reconstructed by the means of an inverse 

transform. When such filters are applied continually, you 

get a tree of filters with output of one fed into the next. 

The simplest, and the most intuitive way to build such tree 

is as follows: 
 

 Decompose a signal into low frequency 

(approximation) and high frequency (detail) 

components 

 Take the low frequency component, and perform the 

same processing on that 

 Keep going until you've processed the required number 

of levels 

The reason for this is that you can then down sample the 

resulting approximation signal. You can then take every 

second sample of the approximation component 

without aliasing, essentially decimating the signal. This is 

widely used in signal and image compression 

http://dsp-book.narod.ru/491.pdf
http://en.wikipedia.org/wiki/Downsampling
http://en.wikipedia.org/wiki/Aliasing
http://en.wikipedia.org/wiki/JPEG_2000
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Fig. 4 Wavelet Decomposition 

 

The Wavelet function used in this paper is db8 and 

coefficient vectors in different frequency bands are 

obtained from eight level decomposition. 

 

C. Feature Extraction 

The features of the EEG signal extracted from the above 

mentioned techniques serves as a training set of data for 

further classification of emotional frequency bands. The 

statistical features extracted using signal processing 

techniques are mentioned below which has given an 

optimised and accurate results in training artificial neural 

networks. 

 Maximum value of the raw signal 

 Minimum value of the raw signal 

 Mean 

𝜇𝑥 =
1

𝑁
 𝑋(𝑖)𝑖=𝑁
𝑖=1    (3) 

 

X(i) represents the value of the i
th

sample of the raw EEG 

discrete data signal i=1,…….,N. 

 Median 

The middle value of a set of ordered data     

𝑀𝑑𝑛={(n + 1) ÷ 2}
th

 value  (4) 
 

n is the number of values in the set of data  

 Standard deviation of the raw signal 

𝜎𝑥=( 
1

𝑁−1
 (𝑋 𝑖 − 𝜇𝑥
𝑖=𝑁
𝑖=1 )2 )1/2 (5) 

 

 Energy of the raw signal  

𝐸𝑥 =   𝑋(𝑖) 2𝑖=∞
𝑖=−∞    (6) 

 

 The Mean of the absolute values of the first differences 

of the raw signal  

𝛿𝑥 =
1

𝑁−1
  𝑋 𝑖 + 1 − 𝑋(𝑖) 𝑖=𝑁−1
𝑖=1  (7) 

 

 The Mean of the absolute values of the second 

differences of the raw signal 

𝛾𝑥 =
1

𝑁−2
  𝑋 𝑖 + 2 − 𝑋(𝑖) 𝑖=𝑁−2
𝑖=1  (8) 

 

 The Means of the absolute values of the first differences 

of the normalized signal 

𝛿𝑥
𝑛 =

1

𝑁
  𝑋𝑏 𝑖 + 1 − X𝑏(𝑖) 𝑖=𝑁−1
𝑖=1  (9) 

𝑋𝑏 =
𝑋 𝑖 −𝜇𝑥

𝜎𝑥
   (10) 

 

Where 𝜇𝑥  and 𝜎𝑥  are the mean and standard deviations of 

X. 

 The Means of the absolute values of the second 

differences of the normalized signal 

𝛾𝑥
𝑛 =   𝑋𝑏 𝑖 + 2 − 𝑋𝑏(𝑖) 𝑖=𝑁−2

𝑖=1   (11) 

 

D. Artificial Neural Networks 

Artificial neural network is a large computation system 

inspired by the structure, processing methods and learning 

ability of a biological brain with added characteristics 

containing a large number of very simple processing 

neuron like processing elements, a large number of 

weighted connections between the elements, and 

distributed representation of knowledge is acquired by 

networks through a learning process. 

 

E. Multilayer Perceptron 

Multilayer perceptron networks (MLP) having either 

threshold or sigmoidal activation functions which is a 

continuous differentiable function. This networks works 

with a powerful and computationally efficient method of 

error back propagation. This method involves finding the 

derivatives of an error function with respect to the weights 

and biases in the network. This is an important feature of 

the MLP, since these derivatives play a central role in the 

majority of training algorithms for MLP networks. 

The network with multiple layers contains differentiable 

activation functions like sigmoid, the output of these 

functions are differentiable with both the input variables 

and with the weights and biases of the network 

constructed. We define an error function, such as the 

squares of the sum of error which is differentiable function 

of the networks output, this error itself is a differentiable 

function of weights. We can therefore evaluate the 

derivatives of the error with respect to the weights, and 

through these derivatives we find weight values which 

minimise the error function, by using gradient descent, one 

of the more powerful optimization methods.  

 

 
Fig. 5 Neural network model 

 

𝑌𝑘 =  𝑤𝑘𝑗 𝑥𝑗
𝑛
𝑗=1     (12) 

 

Ykis output of activation function, where wkj is synoptic 

weight from j
th

neuron to k
th

 neuronand x
j
 is input to the 

j
th

neuron 

𝐸𝑝 = 1/2 (𝑡0 − 𝑦0)2   (13) 
 

E
p
 is error function calculated from t0 true value and y0 

value from activation function 
𝜕𝐸

𝜕𝑤0𝑖
= −(𝑡0 − 𝑦0)𝑥𝑖    (14) 

 

Which represents a gradient descent error function 

And the updated new weight vector is calculated as: 

∆𝑤0𝑖 = 𝛾(𝑡0 − 𝑦0)𝑥𝑖    (15) 

𝛾is learning rate 

w0i (new) = w0i (old) + ∆𝑤0𝑖   (16) 
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F. Radial Basis Function 

Radial basis function (RBF) provides an important 

property in which the activation of the hidden unit is 

determined by the distance between the input vector and a 

prototype vector. In this technique we use Gaussian 

function as our activation function.  

The procedures in training the RBF is faster than that we 

use in MLP. This can be given by internal representation 

formed by the hidden nonlinear functional units, and leads 

to a two stage training procedure. In first stage the 

parameters governing the basis function are determined 

using relatively fast, unsupervised learning methods. The 

second stage of training then involves the determination of 

the final layer weights, which requires the solution of a 

linear problem, and which is also a faster process. 

𝑌𝐾 𝑋 =  𝑤𝑘𝑗 ∅𝑗  𝑋 
𝑀
𝑗=1 + 𝑤𝑘0  (17) 

 

Yk(X) is the output of the activation function.  

∅𝑗  𝑋 = 𝑒𝑥𝑝  
− 𝑋−𝜇 𝑗 

2

2𝜎𝑗
2     (18) 

 

∅𝑗  𝑋 is the Gaussian activation function. 

Where X is d-dimensional input vector with elements xi, 

and µjis the vector defining the centre of the basis function 

∅𝑗  𝑋 and has the elements µji. 

 

III.  RESULTS 

 

Different bands of frequencies have been separated using 

above mentioned signal processing techniques, and 10 

different features have been calculated on the segmented 

data of each signal. These extracted features are acting as 

the variables for training the neural networks for 

classification depending on the characteristic exhibited by 

the signals in their defined frequency bounds. 
 

 
Fig. 6 Frequency segmentation of the signal using Wavelet 

Transform 
 

Classification performance and their accuracies are 

analyzed by the confusion matrix obtained from neural 

network solutions through which we calculate TP, TN, FP 

and FN variables. Accuracy, precision, sensitivity, 

selectivity and F-scope are calculated for each frequency 

band using different classification techniques and the 

results are plotted in the below charts. 

 
Fig. 7 Magnitude and Frequency plot of FFT and energy 

of the signal calculated in different frequency bands 

 

TABLE I 

ACCURACY COMPARISONS OF WAVELET AND FREQUENCY 

DOMAIN ANALYSIS USING RADIAL BASIS FUNCTION AND 

MULTILAYER PERCEPTRON CLASSIFICATION ALGORITHMS 

 

 
 

Performance characteristics of individual frequency bands 

are shown below: 

 

TABLE II 

WAVELET ANALYSIS AND RADIAL BASIS FUNCTION 
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TABLE III 

WAVELET ANALYSIS AND MULTILAYER PERCEPTRON 

 

 
 

TABLE IV 

FREQUENCY DOMAIN ANALYSIS AND RADIAL BASIS 

FUNCTION 

 

 
 

TABLE V 

FREQUENCY DOMAIN ANALYSIS AND MULTILAYER 

PERCEPTRON 

 

 
 

IV. CONCLUSION 

 

This paper describes a new, fast and an efficient approach 

in classifying different emotional frequencies carried by 

the human brain. From the results obtained on 11 

participant’s dataset of EEG signal we can conclude that 

wavelet transform giving better results than Fast Fourier 

transform in frequency segmentation tested with same 

features using both classification techniques. We can also 

conclude that RBF with fast learning and adopting 

capability to the given dataset giving better accuracy than 

MLP. The calculated results from the confusion matrix 

will conform this, with 85.45% and 76.36% accuracies to 

RBF and MLP respectively using Wavelet transform and 

similarly 54.54% and 63.63% respectively using FFT. 

With the calculation of precision, sensitivity, specificity 

and F-scope at each frequencies in different classification 

networks we can conclude that higher frequency band is 

showing better consistent results than lower frequency 

band signals.  
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